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# Задание

Разработка программы, реализующей применение метода линейной регрессии, а именно модели LASSO к заданному набору данных.

# Процесс выполнения работы

1. Данные были разбиты на обучающий и тестовый наборы 10 раз с соотношением 7:3
2. На обучающем наборе данных была обучена модель LASSO.
3. На тестовом наборе данных было протестирована обученная модель.

* Точность на 10 разбиениях для всего вина составила:  
  84.87, 85.28, 85.28, 85.74, 85.59, 84.31, 84.46, 85.54, 85.08, 83.08. Таким образом средняя точность составила 84.92.
* Точность на 10 разбиениях для белого вина составила:  
  83.4, 84.22, 84.76, 84.35, 83.47, 84.35, 83.95, 84.76, 83.74, 84.69. Таким образом средняя точность составила 84.17.
* Точность на 10 разбиениях для красного вина составила:  
  90.21, 89.58, 90.42, 89.17, 89.58, 89.38, 87.92, 89.17, 88.33, 89.58. Таким образом средняя точность составила 89.33.

# Вывод

В лабораторной работе был реализован метод линейной регрессии модели LASSO. Для данного набора данных метод показывает хорошие результаты. Для красного вина данная модель отрабатывает с чуть лучшими результатами, чем для белого.
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